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Abstract
Aspect-based sentiment analysis (ABSA) and Targeted
ABSA (TABSA) allow finer-grained inferences about sen-
timent to be drawn from the same text, depending on con-
text. For example, a given text can have different targets (e.g.,
neighborhoods) and different aspects (e.g., price or safety),
with different sentiment associated with each target-aspect
pair. In this paper, we investigate whether adding context
to self-attention models improves performance on (T)ABSA.
We propose two variants of Context-Guided BERT (CG-
BERT) that learn to distribute attention under different con-
texts. We first adapt a context-aware Transformer to produce a
CG-BERT that uses context-guided softmax-attention. Next,
we propose an improved Quasi-Attention CG-BERT model
that learns a compositional attention that supports subtrac-
tive attention. We train both models with pretrained BERT on
two (T)ABSA datasets: SentiHood and SemEval-2014 (Task
4). Both models achieve new state-of-the-art results with our
QACG-BERT model having the best performance. Further-
more, we provide analyses of the impact of context in the
our proposed models. Our work provides more evidence for
the utility of adding context-dependencies to pretrained self-
attention-based language models for context-based natural
language tasks.

1 Introduction
People are living more of their lives online, both on social
media and on e-commerce platforms, and this trend was ex-
acerbated by the recent need for social distancing during the
Covid-19 pandemic. Because people are using online review
platforms like Yelp and delivery platforms more frequently,
understanding the types of emotional content generated on
such platforms could yield business insights or provide per-
sonalized recommendations (Kang, Yoo, and Han 2012).
To this end, Sentiment Analysis techniques have been ap-
plied to understand the emotional content generated on mi-
croblogs (Kouloumpis, Wilson, and Moore 2011; Severyn
and Moschitti 2015), online reviews (e.g., movie and restau-
rant reviews) (Socher et al. 2013; Kiritchenko et al. 2014),
narratives (Wu et al. 2019; Ong et al. 2019) and other online
social media (Lwin et al. 2020).

However, user-generated reviews contain more complex
information than just a single overall sentiment. A review
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of an upscale neighborhood (for potential renters or home-
buyers) may praise the safety but express incredulity at the
price. Identifying the different aspects (e.g., price, safety)
embedded within a given text, and their associated senti-
ment, has been formalized as a task called Aspect-Based
Sentiment Analysis (ABSA) (Pontiki et al. 2016; Poria et al.
2016). Targeted ABSA (TABSA) is a more general version
of ABSA, when there are multiple targets in a review, each
with their associated aspects. For example, given a review
of neighborhoods: “LOC1 area is more expensive but has a
better selection of amenities than in LOC2” (where LOC1
and LOC2 are specially masked tokens), we note that the
sentiment depends on the specific target (LOC1 or LOC2)
and their aspect. The sentiment towards the price of LOC1
may be negative—and may be more important to a price-
conscious student—but positive in terms of convenience,
while the sentiment towards LOC2’s aspects are reversed.

Research using neural models for (T)ABSA has mainly
focused on using deep neural networks such as RNNs or
attention-gated networks to generate context-dependent sen-
tence embeddings (Saeidi et al. 2016; Tang, Qin, and Liu
2016; Wang et al. 2016; Chen et al. 2017; Ma, Peng, and
Cambria 2018; Liu, Cohn, and Baldwin 2018). Recently,
with the advent of powerful self-attention models like the
Transformer and BERT, Sun, Huang, and Qiu (2019) and
Li et al. (2019) both applied pretrained BERT models to
(T)ABSA, and showed promising performance improve-
ments. However, these approaches simply used a pretrained
BERT model as a blackbox: either via using BERT as an em-
bedding layer or appending the aspect to the input sentence.

We propose to improve the BERT model architecture
to be context-aware. A context-aware model (Yang et al.
2019) should distribute its attention weights appropriately
under different contexts—in (T)ABSA, this means specific
targets and aspects. Additionally, by incorporating context
into the calculation of attention weights, we aim to en-
rich the learnt hidden representations of the models. Specif-
ically, we propose two methods to integrate context into
the BERT architecture: (1) a Context-Guided BERT (CG-
BERT) model adapted from a recent context-aware self-
attention network (Yang et al. 2019), which we apply to
(T)ABSA; and (2) a novel Quasi-Attention Context-Guided
BERT (QACG-BERT) model that learns quasi-attention
weights—that could be negative—in a compositional man-



Figure 1: A labelled example from the SentiHood dataset,
which compares the price and safety of two locations. The
aspects not mentioned in the text are given the label none.

ner and which enables subtractive attention, that is lacking
in softmax-attention (Tay et al. 2019). In particular, our con-
tribution is three-fold 1:

1. We extend a recently-proposed context-aware self-
attention network (Yang et al. 2019) to the (T)ABSA
task by formulating a Context-Guided BERT model (CG-
BERT).

2. We propose a new Quasi-Attention Context-Guided
BERT model (QACG-BERT) that achieves new state-of-
the-art (SOTA) results on two (T)ABSA datasets.

3. We analyze how context influences the self-attention and
decisions of our models.

2 Background and Related Work
2.1 Self-attention Networks
Self-attention networks, exemplified in the Trans-
former (Vaswani et al. 2017), have become the de facto
go-to neural models for a variety of NLP tasks including
machine translation (Vaswani et al. 2017), language mod-
eling (Liu and Lapata 2018; Dai et al. 2019) and sentiment
analysis (Shen et al. 2018; Wu et al. 2019). BERT, a popular
and successful variant of the Transformer, has successfully
been applied to various NLP tasks (Reddy, Chen, and
Manning 2019; Devlin et al. 2019). In addition, previous
studies have also shown some evidence that self-attention
weights may learn syntactic (Hewitt and Manning 2019)
and semantic (Wu, Nguyen, and Ong 2020) information.

2.2 Formulation of Quasi-attention
Attention has been successfully applied to many NLP tasks.
Various forms of attention are proposed including additive
attention (Bahdanau, Cho, and Bengio 2015), dot-product
attention (Luong, Pham, and Manning 2015) and scaled
dot-product attention used in self-attention (Vaswani et al.
2017). Many of them rely on a softmax activation func-
tion to calculate attention weights for each position. As a

1https://github.com/frankaging/Quasi-Attention-ABSA

result, the output vector is in the convex hull formed by
all other hidden input vectors, preventing the attention gate
from learning subtractive relations. Tay et al. (2019) recently
proposed a way to overcome this limitation by allowing at-
tention weights to be negative (“quasi” attention), which al-
lows input vectors to add to (+1), not contribute to (0), and
even subtract from (−1) the output vector.

2.3 Aspect-based Sentiment Analysis
Early research in ABSA introduced classic benchmark
datasets and have proposed many baseline methods includ-
ing lexicon-based and pre-neural classifiers (Pontiki et al.
2014; Kiritchenko et al. 2014; Pontiki et al. 2015, 2016).
Since the debut of recurrent neural networks, various RNNs
have been developed to generate aspect-aware sentence em-
beddings and sentiment labels (Tang et al. 2016; Chen
et al. 2017; Li et al. 2018). Likewise, researchers have also
adapted CNNs (Xue and Li 2018; Huang and Carley 2018),
recursive neural networks (Nguyen and Shirai 2015), aspect-
aware end-to-end memory networks (Tang, Qin, and Liu
2016) and cognitively inspired deep neural networks (Lei
et al. 2019) to generate aspect-aware sentence embeddings.

Motivated by attention mechanisms in deep learning mod-
els, many recent ABSA papers have integrated attention into
neural models such as RNNs (Wang et al. 2016; Chen et al.
2017; Liu and Zhang 2017; He et al. 2018), CNNs (Zhang,
Li, and Song 2019), and memory networks (Ma et al.
2017; Majumder et al. 2018; Liu, Cohn, and Baldwin
2018) to learn different attention distributions for aspects
and generate attention-based sentence embeddings. Most
recently, self-attention-based models such as BERT have
been applied to ABSA, by using BERT as the embedding
layer (Song et al. 2019; Yu and Jiang 2019; Lin, Yang,
and Lai 2019), or fine-tuning BERT-based models with an
ABSA classification output layer (Xu et al. 2019). These pa-
pers show that using BERT brings significant performance
gains in ABSA.

2.4 Targeted Aspect-based Sentiment Analysis
Building on ABSA, Saeidi et al. (2016) proposed a gener-
alized TABSA task (with multiple potential targets) with
a new benchmark dataset and LSTM-based baseline mod-
els. Various neural models have been proposed for TABSA
such as a memory network with delayed context-aware
updates (Liu, Cohn, and Baldwin 2018) and interaction-
based embedding layers to generate context-aware embed-
dings (Liang et al. 2019). Researchers have also tried to in-
tegrate attention mechanism with LSTMs to predict senti-
ment for target-aspect pairs (Ma, Peng, and Cambria 2018).
With the recent success of BERT-based models, various pa-
pers have used BERT to generate contextualized embed-
dings for input sentences, which are then used to classify
sentiment for target-aspect pairs (Huang and Carley 2019;
Hu et al. 2019). More recent papers have fine-tuned BERT
for TABSA either by (i) constructing auxiliary sentences
with different pairs of targets and aspects or (ii) modifying
the top-most classification layer to also take in targets and
aspects (Rietzler et al. 2020; Sun, Huang, and Qiu 2019; Li
et al. 2019). To the best of our knowledge, no work has been



published on modifying the BERT architecture for TABSA
tasks. Instead of keeping BERT as a blackbox, we enable
BERT to be context-aware by modifying its neural architec-
ture to account for context in its attention distributions.

3 Approach
We start by defining both TABSA and ABSA tasks,
before we introduce our context-guided BERT models
(Fig. 2). First, we describe the context-guided BERT model
CG-BERT that uses softmax-attention, originally proposed
by Yang et al. (2019), and the modifications we made to tai-
lor it to the (T)ABSA task. Second, we propose a new neural
architecture QACG-BERT that uses quasi-attention adapted
from (Tay et al. 2019). Lastly, we describe our methods to
formulate our context matrices, and to integrate with pre-
trained BERT weights.

3.1 TABSA Task
We formulate the Sentihood dataset as a TABSA task. Given
a sentence s with a sequence of words {w1, w2, ...wn}2,
where some words are target pronouns {wi, ..., wj} from a
fixed set T of k predefined targets {t1, ..., tk}, the goal is to
predict sentiment labels for each aspect associated with each
unique target mentioned in the sentence. Following the setup
in the original Sentihood paper (Saeidi et al. 2016), given a
sentence s, a predefined target list T and a predefined as-
pect list A ={general, price, transit-location, safety}, the
model predicts a sentiment label y ∈{none, negative, pos-
itive} for a given pair of {(t, a) : (t ∈ T, a ∈ A)}. Note
that the model predicts a single sentiment label for each
unique target-aspect pair in a sentence. We show an example
of TABSA in Fig. 1.

3.2 ABSA Task
We use the SemEval-2014 Task 4 dataset (Pontiki et al.
2014) to formulate an ABSA task: Given a sentence, we pre-
dict a sentiment label y ∈{none, negative, neutral, positive,
conflict} for each aspect {a : (a ∈ A)} with a predefined
aspect list A ={price, anecdotes, food, ambience, service}.

3.3 Context-Guided Softmax-attention
Our Context-Guided BERT (CG-BERT) model is based on
the context-aware Transformer model proposed by Yang
et al. (2019), which we adapted to the (T)ABSA task. Multi-
headed self-attention (Vaswani et al. 2017) is formulated as:

Ah
Self-Attn = softmax

(
QhKhT

√
dh

)
(1)

where Qh ∈ Rn×d and Kh ∈ Rn×d are query and key
matrices indexed by head h, and

√
dh is a scaling factor. We

integrate context into BERT by modifying Q and K matrices
of the original BERT model (Devlin et al. 2019):[

Q̂h

K̂h

]
=

(
1−

[
λhQ
λhK

])[
Qh

Kh

]
+

[
λhQ
λhK

](
Ch

[
UQ

UK

])
(2)

2We append a classifier token (i.e., [CLS]) in the beginning of
each input sentence as in the BERT model (Devlin et al. 2019).

where Ch ∈ Rn×dc is the context matrix for each head and
defined in Sec. 3.6, {λhQ, λhK} ∈ Rn×1 are learnt context
weights, and {UQ,UK} ∈ Rdc×dh are weights of linear
layers used to transform input context matrix Ch. The mod-
ified Q̂ and K̂ are then used to calculate context-aware at-
tention weights using the dot-product of both matrices. In
contrast to the original implementation (Yang et al. 2019),
here we allow both λhQ and λhK to differ across heads, which
allows variance in how context is integrated in each head.

We use a zero-symmetric gating unit to learn context gat-
ing factors {λQ, λK}:[

λhQ
λhK

]
= tanh

([
Qh

Kh

] [
Vh
Q

Vh
K

]
+Ch

[
UQ

UK

] [
VC
Q

VC
K

])
(3)

where {Vh
Q,V

h
K ,V

C
Q,V

C
K} ∈ Rdh×1 are weights of linear

layers to transform corresponding matrices. We chose to use
tanh as our activation function as this allows the context to
contribute to Q̂h, K̂h both positively and negatively3. This
enriches the representation space of both matrices, and the
resulting attention distribution. We note that tanh may in-
crease the magnitude of Q, K, and large magnitude of Q, K
may push gradients to excessively small values, which may
prevent model learning, as noted by Vaswani et al. (2017)
and Britz et al. (2017). However, our results suggest that this
did not negatively affect our model performance.

3.4 Context-Guided Quasi-Attention
Our second neural network model (QACG-BERT) archi-
tecture proposes using a Quasi Attention function for
(T)ABSA. The value of self-attention weights Ah

Self-Attn in a
vanilla implementation (using softmax), is bounded between
[0, 1]. In other words, it only allows a convex weighted com-
bination of hidden vectors at each position. This allows hid-
den states to contribute only additively, but not subtractively,
to the attended vector. We include a quasi-attention calcula-
tion to enable learning of both additive as well as subtractive
attention (Tay et al. 2019). Formally, we formulate our new
attention matrix as a linear combination of a regular soft-
max-attention matrix and a quasi-attention matrix:

Âh = Ah
Self-Attn + λhAA

h
Quasi-Attn (4)

where λhA is a scalar to represent the compositional fac-
tor to control the effect of context on attention calculation.
Ah

Self-Attn is defined as in Eqn. 1. To derive the quasi-attention
matrix, we first define two terms quasi-context query Ch

Q

and quasi-context key Ch
K :[

Ch
Q

Ch
K

]
= Ch

[
ZQ
ZK

]
(5)

where {ZQ,ZK} ∈ Rde×dh are weights of linear layers to
transform the raw context matrix, and Ch is the same con-
text matrix in Eqn. 2 (Defined in Sec. 3.6). Next, we define
the quasi-attention matrix as:

Ah
Quasi-Attn = α · sigmoid

(
fψ(C

h
Q,C

h
K)

√
dh

)
(6)

3The original implementation (Yang et al. 2019) used sigmoid.



(a) BERT (b) CG-BERT (c) QACG-BERT

Figure 2: Illustration of the proposed models. (a) The vanilla self-attention network (e.g., BERT) calculates attention weights
using the query and key matrices without considering context. (b) The CG-BERT model modifies query and key matrices using
context, and then calculate attention weights as in (a). (c) The QACG-BERT model calculates attention weights by combining
vanilla attention weights as in (a) with quasi-attention weights calculated using a separate pair of query and key matrices for
context. Colors in the grids illustrate matrix operations.

where α is a scaling factor and fψ(·) is a similarity mea-
surement to capture similarities between Ch

Q and Ch
K . For

simplicity, we use dot-product to parameterize fψ , and set
α to be 1.0. Other fψ that have been used include negative
L-1 distance (Tay et al. 2019). As a result, our AQuasi-Attn
is bounded between [0, 1]. We then derive our bidirectional
gating factor λA as:[

λhQ
λhK

]
= sigmoid

([
Qh

Kh

] [
Vh
Q

Vh
K

]
+

[
Ch
Q

Ch
K

] [
VC
Q

VC
K

])
(7)

λhA = 1− (β · λhQ + γ · λhK) (8)

where {β, γ} are scalars that control the composition
weightings. For simplicity, we set {β, γ} = 1.0. We formu-
late the gating factor to be bidirectional, meaning it takes on
both positive and negative values, and the output is bounded
between {−1, 1}. Our intuition is that the context-based
quasi-attention may contribute either positively or nega-
tively to the final attention weights. Consider Eqn. 4: as the
first term Ah

Self-Attn is in {0, 1}, and the second term is made
up of a term (λA) that is in [−1, 1] and another (AQuasi-Attn)
that is in [0, 1], hence the final attention Â lies in [−1, 2].
That is to say, the final attention weights can take values
representing compositional operations including subtraction
(−1), deletion (×0), inclusion/addition (+1/+2) among hid-
den vectors across positions. We hypothesize that the quasi-
attention provides a richer method to integrate context into
the calculation of attention.

3.5 Classification
We use the final hidden state (the output of the final layer of
the BERT model) of the first classifier token (i.e., [CLS]) as
the input to the final classification layer for a C-class clas-
sification. This is similar to previous studies (Sun, Huang,
and Qiu 2019). For a given input sentence, we denote this

vector as eCLS ∈ R1×d. Then, the probability of each sen-
timent class y is given by y = softmax(eCLSW

T
CLS) where

WCLS ∈ RC×d are the weights of the classification layer,
and y ∈ R1×C . The label with highest probability will be
selected as the final prediction.

3.6 Context Matrix
We use a single integer to represent a context associated with
an aspect and a target in any (T)ABSA task, and only an as-
pect in the ABSA task. We transform these integers into em-
beddings via a trainable embedding layer, which derives Ch

in CG-BERT, and Ch
Q and Ch

K in QACG-BERT. For exam-
ple, given |t| targets and |a| aspects for any (T)ABSA task,
the total number of possible embeddings is |t| · |a|. We then
concatenate the context embedding with the hidden vector
for each position E ∈ Rn×d, and pass them into a feed-
forward linear layer with a residual connection to formulate
the context matrix Ch = [Ec,E]WT

c where Ec ∈ Rn×d
is the context embedding and Wc ∈ Rd×2d are the learnt
weights for this feed-forward layer.

3.7 Integration with Pretrained BERT
Previous studies show that fine-tuning pretrained BERT
models increases performance significantly in many NLP
tasks (Sun, Huang, and Qiu 2019; Rietzler et al. 2020). Since
our models share most of the layers with a standard BERT
model, we import weights from pretrained BERT models for
these overlapping layers. The weights of the newly added
layers are initialized to be small4 random numbers drawn
from a normal distribution N (0, σ2) with σ = e−3. As a
result, the gating factors in Eqn. 2 and Eqn. 1 start at val-
ues close to zero. This initialization enables the task-specific

4We also tried initializing the weights in the newly added layers
with larger variance, and found similar performance.



Model Aspect Categorization Sentiment

Strict Accuracy /% Macro-F1 /% AUC /% Accuracy /% AUC /%

LR (Saeidi et al. 2016) - 39.3 92.4 87.5 90.5
LSTM-Final (Saeidi et al. 2016) - 68.9 89.8 82.0 85.4
LSTM-Loc (Saeidi et al. 2016) - 69.3 89.7 81.9 83.9
SenticLSTM (Ma, Peng, and Cambria 2018) 67.4 78.2 - 89.3 -
Dmu-Entnet (Liu, Cohn, and Baldwin 2018) 73.5 78.5 94.4 91.0 94.8
BERT-single (Sun, Huang, and Qiu 2019) 73.7 81.0 96.4 85.5 84.2
BERT-pair (Sun, Huang, and Qiu 2019) 79.8 87.9 97.5 93.6 97.0

CG-BERT (adapted from Yang et al. 2019) 79.7 (.3) 87.1 (.2) 97.5 (.2) 93.7 (.2) 97.2 (.2)
CG-BERT (auxiliary sentences) 80.1 (.2) 88.1 (.1) 97.6 (.1) 93.1 (.3) 97.0 (.2)
QACG-BERT 79.9 (.4) 88.6 (.2) 97.3 (.2) 93.8 (.2) 97.8 (.2)
QACG-BERT (auxiliary sentences) 80.9 (.3) 89.7 (.2) 97.8 (.2) 93.7 (.3) 97.1 (.2)

Table 1: Model performance on SentiHood TABSA dataset with best performances bolded. Top: Best results reported for
previous models. “-” indicates not reported in the original paper. Bottom: Means and standard deviations across runs for our
models. We also report our models trained with appended auxiliary sentences, the same inputs as Sun, Huang, and Qiu (2019).

weights to start from the pretrained weights and slowly di-
verge during training.

4 Experiments
4.1 Datasets
We evaluate our models with two datasets in English. For
the TABSA task, we used the Sentihood dataset 5 which was
built by questions and answers from Yahoo! with location
names of London, UK. It consists of 5,215 sentences, with
3,862 sentences containing a single target and 1,353 sen-
tences containing multiple targets. For each sentence, we
predict sentiment label y for each target-aspect pair (t, a).
For the ABSA task, we used the dataset from SemEval 2014,
Task 4 6, which contains 3,044 sentences from restaurant re-
views. For each sentence, we predict the sentiment label y
for each aspect a. Each dataset is partitioned to train, devel-
opment and test sets as in its original paper.

As in previous studies (Pontiki et al. 2014; Saeidi et al.
2016) we define two subtasks for each dataset: (1) aspect
categorization and 2) aspect-based sentiment classification.
For aspect categorization, the problem is to detect whether
a aspect a is mentioned (i.e., none means not mentioned) in
the input sentence for a target t if it is a TABSA task. For
aspect-based sentiment classification, we give the model as-
pects that present (i.e., ignoring none’s) and have the model
predict the valence of the sentiment (i.e., potential labels in-
clude negative and positive for Sentihood, and negative, neu-
tral, positive, conflicting sentiment for Semeval Task 4).

4.2 Experiment Settings
As in the original BERT-base model (Devlin et al. 2019), our
models consists of 12 heads and 12 layers, with hidden layer
size 768. The total number of parameters for both of our
models increased slightly due to the additional linear layers
added comparing to previous BERT-based models for ABSA

5https://github.com/uclnlp/jack/tree/master/data/sentihood
6http://alt.qcri.org/semeval2014/task4/

tasks (Sun, Huang, and Qiu 2019) which consists of about
110M parameters. The CG-BERT and QACG-BERT con-
sists of about 124M parameters. We trained for 25 epochs
with a dropout probability of 0.1. The initial learning rate
is 2e−5 for all layers, with a batch size of 24. We used the
pretrained weights from the uncased BERT-base model 7.

We used a single Standard NC6 instance on Microsoft
Azure, which is equipped with a single NVIDIA Tesla K80
GPU with 12G Memory. Training both models across two
datasets took approximately 11 hours.

4.3 Exp-I: TABSA
For the TABSA task, we compared the performance of our
models with previous models in Table 1. Following Ma,
Peng, and Cambria (2018) and Sun, Huang, and Qiu (2019),
for aspect categorization (is a given aspect present in the
sentence? If aspect is not present, the label is by definition
none), we report strict accuracy (model needs to correctly
identify all aspects for a given target in the sentence to be
counted as accurate), Macro-F1 (the harmonic mean of the
Macro-precision and Macro-recall of all targets.) and AUC.
For sentiment classification (given an aspect present in the
sentence, is the valence negative or positive?), we report ac-
curacy and AUC.

Results Our results showed that modifying BERT to be
context-aware resulted in increased performance, surpass-
ing the previous state-of-the-art. Across multiple evaluation
metrics, our proposed quasi-attention model with pretrained
BERT weights (QACG-BERT) performed the best. Addi-
tionally, we also evaluated our models trained with inputs
appended with auxiliary sentences as in (Sun, Huang, and
Qiu 2019) for comparison. Specifically, we append the tar-
get and aspect, for example, “[SEP] - location - 1 - price”,
to the input. Our results showed that for some metrics, using
auxiliary sentences improves performance but not in others.

7https://storage.googleapis.com/bert models/2020 02 20/
uncased L-12 H-768 A-12.zip



Model Aspect Categorization Sentiment

Precision /% Recall /% F1 /% Binary /% 3-class /% 4-class /%

XRCE (Brun, Popa, and Roux 2014) 83.23 81.37 82.29 - - 78.1
NRC-Canada (Kiritchenko et al. 2014) 91.04 86.24 88.58 - - 82.9
BERT-single (Sun, Huang, and Qiu 2019) 92.78 89.07 90.89 93.3 86.9 83.7
BERT-pair (Sun, Huang, and Qiu 2019) 93.57 90.83 92.18 95.6 89.9 85.9

CG-BERT (adapted from Yang et al. 2019) 93.02 (.27) 90.00 (.33) 91.49 (-) 94.3 (.3) 89.9 (.2) 85.6 (.4)
CG-BERT (auxiliary sentences) 93.12 (.37) 90.17 (.23) 91.62 (-) 94.7 (.3) 90.1 (.4) 85.7 (.5)
QACG-BERT 94.38 (.31) 90.97 (.28) 92.64 (-) 95.6 (.4) 90.1 (.3) 86.8 (.8)
QACG-BERT (auxiliary sentences) 94.27 (.39) 90.12 (.34) 92.14 (-) 95.8 (.3) 90.4 (.5) 86.9 (.7)

Table 2: Model performance on the Semeval-2014 Task 4 ABSA dataset, with best performances bolded. Aspect categorization
and sentiment classification corresponds to Subtask 3 and Subtask 4 respectively. Top: Best results reported for previous models.
“-” indicates not reported in the original paper. Bottom: Means and standard deviations across runs for our models.

Figure 3: Examples of relevance scores via gradient sen-
sitivity analysis for different aspects and locations, from
our QACG-BERT model on the SentiHood TABSA test
set. Left: Gradients associated with two aspects {pricing,
transit-location} for target LOC1. Right: Gradients asso-
ciated with the general aspect, for two targets LOC1 and
LOC2. Values are normalized with respect to the maximum
value within a sentence.

4.4 Exp-II: ABSA
For the ABSA task, we compared our models with mul-
tiple best performing models for the SemEval-2014 Task
4 dataset in Table 2. Following Pontiki et al. (2016), for
aspect categorization, we report Precision, Recall, and F1.
For aspect-based sentiment classification, we report accura-
cies for three different evaluations: binary classification (i.e.,

negative or positive), 3-class classification (negative, neu-
tral or positive) and 4-class classification ( negative, neutral,
positive or conflict).

Results Consistent with Exp-I, our models improved over
previous state-of-the-art models on the SemEval-2014 Task
4 dataset. For aspect catogorization, our CG-BERT per-
formed slightly worse than previous best performing mod-
els while QACG-BERT performed surpass the best model in
F1 scores. For aspect sentiment classification, QACG-BERT
performs better than CG-BERT and both models surpass
previous SOTA performance. Similar to TABSA, our results
show slight drops in some metrics while maintain same per-
formance in others when trained with appended auxiliary
sentences.

4.5 Feature Importance Analysis

To visualization importance of input tokens, we conduct gra-
dient sensitivity analysis (Li et al. 2016; Arras et al. 2017). In
Fig. 3, we visualize the gradient scores of our QACG-BERT
model over two input sentences for which our model pre-
dicts sentiment labels correctly. For the first example, words
like rent and cheaper are most relevant to the price aspect
while words like live, location, central are more relevant
to the transit-location aspect. Thus, our model learns how
to pick out words that are important under different con-
texts. The second example concerns two targets (i.e., loca-
tions) for the same aspect, price, where the sentiment label
for LOC1 is negative while for LOC2 is positive. For LOC1,
the model correctly identifies costs (which in context refers
to LOC1) and posh8. By contrast, the model identifies cheap
when given LOC2 as context, and assigns a greater gradient
value, compared to the same word for LOC1. As a result,
the model is able to identify words corresponding to differ-
ent targets and different aspects.

8The BERT Tokenizer breaks up ‘poshest’ into po-sh-est. We
note that the BERT vocabulary does not have ‘posh’ in it, but after
fine-tuning, appears to learn that the word is price-relevant.



Figure 4: Histogram of QACG-BERT weights on n =200 randomly selected examples from SentiHood test set where true label
is either negative or positive. For the matrices, each value in the matrix is a data point in the histogram. We note that the vertical
axes of (a), (c) and (d) are in log-scale.

Figure 5: Example of attention weights extracted from dif-
ferent matrices for an aspect-location pair, (LOC1, price),
from the SentiHood test set. Values are normalized with re-
spect to the absolute maximum value within a sentence. We
note the high negative quasi-attention on nice, which is often
a positive word, but not in the context of price.

4.6 Quasi-attention Visualization
We inspected the quasi-attention parameters learnt by our
models. Specifically, we took the QACG-BERT model
trained on the Sentihood dataset and extracted values for the
following four variables: the final attention weights matrix
Âh, the bidirectional gating factor matrix λhA, the vanilla
self-attention matrix Ah

Self-Attn and the context-guided quasi-
attention matrix Ah

Quasi-Attn. Fig. 4 illustrates the histogram
of values drawn from 200 examples from the test set.

We made several key observations. First, the behaviour
of λhA follows our intuition; it acts as a bidirectional con-
trol gate, with slightly more negative values, and determines
whether context contributes to attention positively or nega-

tively. Second, the learnt weights in Ah
Quasi-Attn are not near

zero, with the mass of the distribution between .25 and .50,
thus, it does contribute to attention. Lastly, the non-zero
weights in the final matrix Âh are mainly positive, but some
of the weights take on negative values due to the bidirec-
tional gating factor. This is important as it enables the model
to attend to and “de-attend from” different parts of the input.

Finally, we turn to visualizing the quasi-attention. In
Fig. 5, we visualize the weights of Ah

Self-Attn and the prod-
uct λhAA

h
Quasi-Attn extracted from one of the heads in the first

self-attention layer, over an example input sentence from the
test set. For this sentence, our model correctly predicted the
sentiment label negative for the price aspect of LOC1. In
this example, nice is a positive word for aspects like gen-
eral. However, with respect to price, nice actually suggests
a higher cost and thus is more negative. We see that while
Ah

Self-Attn on nice is high, Ah
Quasi-Attn on nice is negative,

which “subtracts” from the final attention. As a result, the
sum derived by Eqn. 4 makes the final attention weight on
the word nice less positive. We note that empirically, we find
that the total attention Âh is usually positive (Fig. 4(a)), i.e.,
quasi-attention, when negative, tends to be smaller in mag-
nitude than self-attention.

5 Conclusion
We proposed two context-aware BERT-based models for
ABSA and TABSA, which outperformed state-of-the-art
results on two datasets. Our first CG-BERT model in-
troduced a way of integrating context into pretrained
BERT for ABSA. The second QACG-BERT model allowed
quasi-attention, which enables compositional attention in-
cluding subtraction (−1), deletion (×0), inclusion/addition
(+1/+2). Our results and analyses show strong performance
results, especially for our QACG-BERT model, in solv-
ing (T)ABSA tasks, and suggest potential success for such
context-aware mechanisms for other context-based tasks in
NLP.
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